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Abstract

Introduction. This work addresses the scientific problem of studying natural-technological systems (NTS) of the Far North
under conditions of climate change and anthropogenic impacts. The relevance of ensuring their stability is emphasized,
which requires a comprehensive analysis of field data. Problems in automated processing methods of such specific data
have been identified. The aim of the study is to develop automated methods for processing field data to reveal patterns.
Python libraries for data analysis, processing, and visualization are used as tools.

Materials and Methods. The research object is described — the Main Building of the Yakutsk Thermal Power Plant (TPP)
in permafrost conditions. The study materials include field data obtained from engineering-geological boreholes at the
Yakutsk TPP, monitoring stations Chabyda and Tuymaada, as well as a section of the Amur-Yakutsk railway (AYR). The
data include measurements of soil temperature and moisture, seasonal thaw layer dynamics, snow cover characteristics,
and others. A detailed sequence of automated processing of primary data from XLS files using the pandas library is
presented, including reading, cleaning, format conversion, filling or replacing missing values, removing duplicates, and
saving processed data in CSV, JSON, and XLSX formats.

Results. Specific results of automated processing and systematization of primary field data are presented. Heterogeneous
measurements were successfully unified into a single format, ensuring their proper use. A unique data array was formed
based on empirical observations under the specific conditions of the Far North. The practical application of Python
libraries for executing key stages of preprocessing and data preparation is demonstrated.

Discussion and Conclusion. 1t is shown that the application of a systematic approach and automated data processing
significantly improves the quality and reliability of natural-technological system data analysis. Handling missing data
and normalization enhance accuracy, and the final data formats are convenient for further modeling. The universality
of Python is highlighted. Prospects for further research include applying machine learning, clustering, and modeling
methods aimed at uncovering patterns and forecasting the behavior of natural-technological systems in the Far North
under climate and anthropogenic influences.
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AHHOTALUA

Beeoenue. PaccmatpuBaeTcs HaydHas mpoOiemMa nszydeHus npupomHo-texaudeckux cucteMm (IITC) Kpaitrero Cesepa
B YCJIOBHSIX M3MEHEHUs KJIMMara W aHTPOIOTEHHBIX BO3/eHcTBIH. OTMedaeTcsl akTyallbHOCTh 3a/1adl 00eCIeYeHUs] UX
YCTOWYMBOCTH, 4TO TpeOyeT KOMIUIEKCHOTO aHaJIM3a HaTypHBIX JaHHBIX. BBIABIEHBI MpoOieMbl B METO/aX aBTOMATH-
3MPOBaHHON 00pabOTKHM Takux crenuduyeckux AaHHbIX. Llenplo paboThl sBiseTcst pa3paboTka aBTOMaTH3UPOBAHHBIX
METO/I0B 00pabOTKM HATYpHBIX AAHHBIX JUIS BBISABICHHUS 3aKOHOMEPHOCTEH. B KadecTBe MHCTPYMEHTOB HCIIOIB3YIOTCS
o6ubmmorexu Python mist anami3a, 00paOOTKH M BU3yaTU3aliH JAHHBIX.

Mamepuanst u memoodst. Onirican 00beKT UccienoBaHUI — [ maBHEIH Kopiryc AxyTckoit TOL] B ycIoBHSIX BeUHOH Mep3II0-
THI. B KauecTBe MaTepuasoB UCCIIeIOBaHUS HCIIOb30BAHbI HATYpPHBIE JaHHBIE, IIOTYUCHHBIE U3 HH)KEHEPHO-T€OIOTHIECKIX
ckBakuH Skytckoit TOLI, cramonapos Yabsina u TyiiMaana, a Takke )KeJIe3HOMOPOKHOTO ydacTka AMypo-SKyTckol Ma-
ructpanu (ASIM). /laHHbIe BKITIOYAOT U3MEPEHUS TEMIIEPATyphl ¥ BIaKHOCTH I'PYHTOB, TUHAMUKH CE30HHOTAJIOTO CIIOS,
XapaKTepUCTHUK CHEXKHOTO MOKpoBa U Ap. [Ipencrasnena geranbHas MOCIEIOBAaTEILHOCTh aBTOMATH3UPOBAHHOM 00pa-
OOTKM MEepPBUYHBIX NaHHBIX U3 XLS-}aiiioB ¢ ucrnons3oBanneM OnOIHOTEKH pandas, BKIIFOYask YTEHUE, OYNCTKY, IPeod-
pasoBaHne (HOpMarToB, 3aNOJIHEHNE WM 3aMEHY 3HAUCHUH, yqajJeHne TyOliKaToB, a TaKKe COXpaHeHHe 00paboTaHHbBIX
naHHBIX B popmarax CSV, JSON n XLSX.

Pe3ynemamut uccneoosanus. IlpencraBiieHbl KOHKPETHBIE PE3YyNITaThl aBTOMATH3UPOBAHHON 00pabOTKU U CHCTEMaTH-
3all1M [IEPBUYHBIX HATYPHBIX JaHHBIX. YCIIEIIHO BHIOIHEHO NPUBECHNE Pa3HOPOIHBIX U3MEPEHHH K eAnHOMY (opMary,
obecrieurBaroIIeMy UX KOppeKTHOe ucroib3oBanue. CHopMHUpOBaH YHHKaIBHBIA MACCUB JAHHBIX HA OCHOBE dMITHpUYE-
CKuX HaOmoneHwi B cnenuduiecknx ycnouax Kpaitnero Cesepa. [IponeMOHCTpHPOBaHO MPAKTUIECKOE IPUMEHEHUE
6ubnmnorek Python [yt BEIONHEHNST OCHOBHBIX 3TAIoB MPEA0OPaOOTKH M MOATOTOBKH JaHHBIX.

Oécyscoenue u 3aknwuenue. J|oka3zaHo, 4To MPUMEHEHHE CHCTEMHOTO MOAXOJa M aBTOMaTH3WPOBAHHON 00pabOTKH
JIAHHBIX CYIIECTBEHHO MOBBIIIAET KAYeCTBO U HAaJeKHOCTh aHan3a HaTypHbIX JaHHbIX [ITC. YerpaHeHue npomyckoB u
HOpMaJIM3alusl JAHHBIX YIy4IIaloT TOYHOCTh, @ UTOTOBBIE (DOPMATHI TaHHBIX YIOOHBI JUTsl JAIbHEHILIEr0 UCIIOIb30BaHNs B
MozenupoBaHuu. [loquepkrBaeTcss yHUBepCcaIbHOCTh MpuMeHeHus Python. OGo3HaueHBI ePCIEKTUBEI HCCIEIOBAHUSI —
IIPUMEHEHHE METOJI0B MAIIMHHOTO OOy4YeHUs, KJIaCTEPU3allii U MOJEIUPOBAHMS, MPEAHA3HAYCHHBIX AJIS BBIIBICHHS
3aKOHOMEPHOCTEH M IPOTHO3MPOBAHMS MOBEACHHS ITPUPOTHO-TEXHUUECKUX CHCTEM B ycnoBusix Kpaiinero Cesepa non
BO3JICHCTBHEM KIIMMAaTHIECKUX U aHTPOIIOTEHHBIX (PAKTOPOB.

KioueBble ciioBa: aHanu3 AaHHBIX, OnOnrorexku Python, moaroroBka naHHBIX, MpenodpaboTKa AaHHBIX, HH(OOpPMAIH-
OHHBIE TEXHOJIOTUH
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Introduction. The study of natural-technological systems (NTS) under climate change and anthropogenic impacts,
especially in the challenging conditions of the Far North, represents an important scientific problem. These systems are
formed as a result of interactions between natural processes and technical objects, and their stability largely depends on
the dynamics of external factors. To identify patterns of NTS functioning and predict possible changes, a comprehensive
data analysis is required.

Information processing obtained during field studies involves several stages: collection of primary data, their
preliminary processing, analysis, and interpretation of results. The goal of this work is to develop methods for automated
processing of field data, which will allow identification of key trends and patterns in the interaction between natural and
technogenic factors [1-3].
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The relevance of the research is driven by the need to make informed decisions to ensure sustainable functioning and
management of natural-technological systems under increasing climatic and anthropogenic impacts [2—8].

First, we present algorithmic libraries [4] that provide diverse tools for data processing, analysis, and modelling [5]:

» scikit-learn: a universal machine learning toolkit covering the entire process from data preparation to model
evaluation. This library includes all necessary functions to solve machine learning and statistical analysis tasks [9, 10];

« statsmodels: a library for estimating statistical models, offering tools for statistical tests, regression analysis, and
time series analysis.

Next, we list visualization libraries that enable effective data presentation:

« matplotlib: helps create static, interactive, and animated graphs in Python. It provides a broad arsenal of tools for
visualizing data in various formats, revealing a wide range of possibilities for illustrative information presentation [11-14];

* seaborn: a data visualization library built on top of matplotlib, offering a high-level interface for creating informative
statistical graphics.

Additionally, we mention scientific computing libraries used for mathematical calculations and data processing:

* pandas: a framework for data manipulation and analysis. It provides powerful tools including data structures like
DataFrame, which simplify working with tabular data. The library is widely used in loading, cleaning, analyzing, and
preparing data before integration into machine learning algorithms;

* numpy: a library designed for manipulating multidimensional arrays and matrices, as well as performing mathematical
operations on them. It offers a variety of functions optimized for efficient numerical data processing;

* scipy: a highly efficient library for scientific and technical computations, extending functionalities for optimization,
integration, interpolation, and many other scientific tasks.

Materials and Methods

Review of Existing Research. In recent years, there has been a growing interest in studying the influence of climatic
and anthropogenic factors on natural-technological systems (NTS). Various studies emphasize the necessity of a
comprehensive approach to managing these systems to ensure their stability and functionality.

R.S. Rozhkov and co-authors, in their work “Management of Natural-Technological Systems through the Concept of
Sustainable Development and Acceptable Risk™ [15], highlight the importance of considering environmental, economic,
and social factors in the management of NTS. The authors propose using systems analysis and risk assessment to develop
optimal strategies aimed at reducing anthropogenic load and improving the ecological state of the environment.

N. Dregulo investigates the impact of climatic factors on the operation of NTS related to wastewater treatment. In [16], it is
emphasized that increased atmospheric precipitation can adversely affect the operational and environmental performance
of such systems, necessitating the revision of regulatory criteria and adaptation to changing climatic conditions.

The article “Impact of Anthropogenic Factors on Urban Heat Pollution” [17] presents a comprehensive assessment of
human activity’s effects on atmospheric heat pollution. It is noted that a significant share of heat pollution is contributed
by heat consumption and transportation, underscoring the need to develop measures to reduce anthropogenic thermal
impact in urbanized areas.

A study published on the website of LLC “Biochem-TL” analyzes the influence of anthropogenic factors on agricultural
development [18]. Particular attention is given to soil changes caused by prolonged use of fertilizers and livestock waste,
which affect the ecological condition of agricultural landscapes.

Taken together, these studies highlight the necessity of a comprehensive and adaptive approach to managing natural-
technological systems amid changing climate and increasing anthropogenic pressure. Accounting for the specifics of each
NTS component and continuous monitoring of their condition are key elements to ensure their sustainable functioning.

Research Subject Area. The object of the study is the Main Building of the Yakutsk Thermal Power Plant (Yakutsk
TPP) — a unique engineering structure constructed on permafrost (cryolithozone) conditions. This facility is particularly
interesting because it was the first industrial building in the USSR erected on permafrost soils following the pioneering
principle of construction. This means that during construction, measures were taken to preserve the frozen soils as a
reliable foundation for the power plant. Construction began in 1933, with active participation from scientists specializing
in permafrost studies. In 1937, the TPP was commissioned and has since been supplying electricity to Yakutsk, and since
1961 — also heat.

To understand how the TPP operates under permafrost conditions and how it is affected by various external factors, a
computational model was developed. This model covers an area of 180 by 150 meters and extends to a depth of up to 30
meters, enabling analysis of the permafrost soils (multi-year frozen ground, MYFG) on which the plant stands. The model
is based on data from engineering-geological boreholes. These data allow determining the behavior of soils under varying
temperature and external conditions, which is crucial for ensuring the stable operation of the TPP.

Special attention in the study is given to the thermal regime of the surrounding environment. Average monthly air
temperature data for the Yakutsk region over the past 10 years were collected and analyzed. These data are significant
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for understanding how climatic conditions change and how these changes may affect the state of frozen soils and the
operation of the TPP. It is important to note that these data differ from those provided by the Hydrometeorological Service
based on norms established since 1966. Normative data are statistical indicators obtained by long-term averaging of
climatic observations (usually over a 30-year period). These indicators serve as reference values for assessing the climatic
conditions of the region. However, under current climate change conditions, if these norms are not regularly updated,
they may not reflect modern trends and often underestimate temperature values, limiting their applicability in analyzing
the current climate state.

For studying thermodynamic processes in permafrost soils, field data obtained from engineering-geological boreholes
and stationary observation sites were used. These data represent detailed time series covering multi-year measurements
of key parameters of permafrost soils in various regions of Yakutia.

Data were collected from three main sources:

* Yakutsk Thermal Power Plant (TPP) — 8 engineering-geological boreholes where systematic measurements of soil
temperature and moisture are conducted, as well as studies of the lithological composition, physical, and thermophysical
properties of frozen soils;

* Chabyda and Tuymaada observation stations — 16 sites where soil temperature and moisture, seasonal dynamics of
thaw depth, interannual variability of the seasonally thawed layer (STS), snow cover height, snow density, and physical-
mechanical soil properties are recorded;

* Railway section of the Amur-Yakutsk railway line — 41 engineering-geological boreholes collecting data on soil
temperature and moisture, variability of the STS, snow cover height, and other geocryological parameters.

Unlike generalized climatic norms presented in official sources, these data reflect the actual processes occurring in
permafrost soils, with high resolution in depth and time. This makes them a unique source of information for studying
the stability of natural-technical systems of the Far North under conditions of climate change and anthropogenic impacts.

Data Processing and Preliminary Analysis. Consider the preprocessing of data using the example of a monitoring
dataset from sixteen sites in Yakutia, provided by the Permafrost Institute of the Siberian Branch of the Russian
Academy of Sciences (SB RAS). Each site contains its own observational data. For example, “Site 9 Chabyda” includes
information on soil temperature, moisture, seasonal dynamics of thaw depth, interannual variability of the seasonally
thawed layer, monthly snow height, interannual dynamics of snow density, seasonal dynamics of snowpack density and
height, lithological profile, and physical and thermophysical properties of soil and surface covers.

The objective of the study is to prepare data analysis using machine learning methods and to find relationships between
their attributes. It should be emphasized that the processes automated by the authors are usually performed manually or
using interactive methods. As a result of this interaction, structured and analysis-ready datasets are formed, transformed
from the raw data initially provided.

The structural scheme of the automatic data processing workflow is shown in Fig. 1.

Raw field data Data transfor'mat'lon
and standardization

Processing of omissions

Reading data from files and duplicates

Initial cleaning Organizing data
and structuring by ad platforms and sheets

Processed data Processed file

Fig. 1. Structural scheme of automated primary data processing

For data preprocessing, it is necessary to read data from XLS files (the original format of the monitoring data) and
load them into a DataFrame object using the pandas library. This stage includes detecting and handling missing values,
choosing a strategy for filling gaps in columns, as well as removing irrelevant features.
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To analyze the dataset, all relevant data should be prepared and the described Python modules applied in practice [7-8].

The first stage is extracting data from the XLS file. Efficient storage and processing of tabular data are critical aspects
when analyzing data.

We obtain information about the number of files per site:

def get excel files info(folder path: str):

won omnn

excel files info = []

for filename in tgdm(os.listdir (folder path)):

if filename.endswith(‘'.x1ls’) or filename.endswith(‘'.xlsx’):
file path = os.path.join(folder path, filename)

if filename.endswith(‘'.x1s’):

xls workbook = xlrd.open workbook (file path)

number sheets = xls workbook.nsheets

else:

workbook = load_workbook(ﬁle_path)

number sheets = len(workbook.sheetnames)

name for directory, extension = os.path.splitext (filename)
file info = {

‘file path’: file path,

‘name file’: filename,

‘type file’: ‘x1s’ if filename.endswith(‘'.xls’) else ‘xlsx’,
‘number sheets’: number sheets,

‘name for directory’: name for directory,

}

excel files info.append(file info)

return excel files info[::-1]

raw _data = get excel files info(data cache)

print (f’Number files: {len(raw_data)}\n\nList files:\n’)
pprint.pprint (raw data) .

After executing the code, the variable raw_data will contain information about the files located in the directory, which

allows for easy viewing of the contents of these files (Fig. 2).

Fig. 2. File information
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Next, we analyze the number of sheets in each dataset file:

def read non empty excel (file path, sheet name) :

wan

df = pd.read excel (file path, sheet name=sheet name)

return df if not df.empty else None

raw file = raw data[1l5]

state name = raw file.get (‘name for directory’)

df = pd.ExcelFile(raw file.get (‘file path’))

dfs = {name_ sheet: read non empty excel (df, name sheet) for name sheet in df.sheet names
if read non empty excel (df, name sheet) is not None}

key list = list(dfs.keys())

print (f’Name file: {state name}\n\nNumber sheets: {len(key list)}\n\nNames all sheets in
this file:\n\n{key list}’).

After running the code, we will have information about the number of sheets in the dataset, as well as the name of each
sheet, which allows us to directly access a specific sheet by its name (Fig. 3).

Fig. 3. Output of sheet information

However, it should be noted that some datasets contain errors in the sheet names that need to be corrected to avoid
problems in further analysis:

# Naming errors 1
if ‘Interannual snow density dynamics’ in dfs:

dfs[‘Interannual snow density dynamics’] = dfs.pop(‘Interannual snow dnamics density’)
if ‘Interannual snow density dynamics ' in dfs:

dfs[‘Interannual snow density dynamics’] = dfs.pop(‘Interannual snow density dynamics ‘')
if ‘Interannual snow density dynamics’ in dfs:

dfs[‘Interannual snow density dynamics’] = dfs.pop(‘Interannual snow density dynamics’)
# Naming errors 2
if ‘Seasonal dynamics of thaw depth’ in dfs:

dfs[‘Seasonal thaw depth dynamics’] = dfs.pop(‘Seasonal dynamics of thaw depth’)
if ‘Seasonal thaw depth dynamics’ in dfs:
dfs[‘Seasonal thaw depth dynamics’] = dfs.pop(‘Seasonal thaw depth dynamics’)

if ‘Seasonal dynamics of snow density and height’ in dfs:
dfs[‘Seasonal snow density and height dynamics’] = dfs.pop(‘Seasonal dynamics of
snow density and height’)
if ‘Seasonal snow density and height dynamics’ in dfs:
dfs[‘Seasonal snow density and height dynamics’] = dfs.pop(‘Seasonal snow density
and height dynamics’)
# Naming errors 3

if ‘Physical and thermophysical...’ in dfs:

dfs[‘Physical and thermophysical’] = dfs.pop(‘Physical and thermophysical...’)
if ‘Physical and thermophysical (typo)...’ in dfs:
dfs[‘Physical and thermophysical’] = dfs.pop(‘Physical and thermophysical (typo)...”")

key list = list(dfs.keys())
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print (f'Updated sheet names:\n\n{key list}’).
After executing the code, all the sheet names in the document were corrected (Fig. 4).

Fig. 4. Updated sheet names

Now we can proceed to processing the Excel sheets themselves.
The first sheet is titled “Soil Temperature”, which contains information about the measurement date and depth, as well
as the measurement values themselves (Fig. 5).

Fig. 5. Sheet “Soil Temperature”

For successful data processing, it is necessary to take into account the specifics of how the data are presented. In
particular, in some entries of the column containing the depth of the temperature sensors, the designation “n/m” appears.
This is not a missing value (NaN — Not a Number), but a special marker indicating that the sensor is located directly under
the snow cover. During data preparation, the “n/m” values should be replaced with the corresponding numerical depth
values according to the characteristics of the sites.

It should also be noted that the table contains missing values denoted as NaN. In this context, NaN means that a
specific parameter was not measured at a given time and depth. Additionally, the column containing dates needs to be
converted to a unified format, and the data should be checked for duplicate records, which should be removed if found. A
universal code was written to perform all of the above tasks, applicable to all the “Soil Temperature” sheets in the dataset
as a whole.

dfl = dfs[‘'Soil Temperature’]
# Dictionary for replacing «mn/mo» values for specific sites
dict pp values = {‘Site 9 Chabyda’: 0.08,
‘Site 10 _Chabyda’: 0.03,
‘Site 11 Chabyda’: 0.02}
if state name in dict pp values:
dfl.replace({‘n/n’: dict pp values[state name]}, inplace=True)
dict pkr values = {‘'Site 8 Chabyda’: 0.06}
if state name in dict pkr values:
dfl.replace ({‘moxm nkp’: dict pkr values[state name]}, inplace=True)

date indices = dfl[dfl.apply(lambda row: row.astype(str).str.contains(‘'Date’).any(),
axis=1)].index[1:]

dfl = dfl.drop(date indices)

dfl = dfl.iloc[1l:]

dfl = dfl.reset index(drop=True)
dfl.columns = dfl.iloc[0]

dfl = dfl.iloc[1l:]
dfl = dfl.reset index(drop=True)
dfl = dfl.rename (columns={‘Date ‘: ‘Date’})

dfl[‘Date’] = pd.to datetime (dfl[‘Date’])
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for column in dfl.columns:
if column != ‘Date’:
dfl[column] = dfl[column].astype (float)
def drop_duplicate(df, sort columns) :
""" Remove duplicate rows and sort the dataframe. """
duplicate df = df[df.duplicated()]
if not duplicate df.empty:
print (f’Duplicate rows:\n{duplicate df}\n’)
df = df.drop duplicates (keep='last’)
else:
print (‘No duplicate rows found’)
df = df.sort values(by=sort columns)
df = df.reset index(drop=True)
return df
dfl = drop duplicate(dfl, ‘Date’)
dfl

After executing the code, the variable df1 contains the processed sheet «Soil Temperature,» which is easy to read and
understand (Fig. 6).

Fig. 6. Processed data of the “Soil Temperature” sheet

The second sheet, “Soil Moisture”, contains similar information to the “Soil Temperature” sheet. However, more transforma-
tions are required, such as removing empty rows, renaming the column “Date of determination” to “Date” and converting it to
date format, replacing letter values like “Ice” with numeric values, searching for duplicates, and removing them (Fig. 7).

Fig. 7. The “Soil Moisture” sheet
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To accomplish this, code was written that performs all these transformations for the “Soil Moisture” sheets:

df2 = dfs|[ ‘BraxHOoCT: I'PyHTOB’ ]

df2 = df2.iloc[1l:]

df2 = df2.reset index(drop=True)
df2.columns = df2.iloc[0]

df2 = df2.iloc[1l:]

df2 = df2.reset index(drop=True)

df2 = df2.rename (columns={‘laTa onpenejyeHUs
df2 = df2.dropna (how="all’)

df2 = df2.dropna (thresh=2)

if state name
df2[‘Oara’] =
df2[ ‘CxBaxeHa

df2[‘OaTa’] =
df2[Ydara’] =
df2[Ydara’] =

for index,
try:
df2.at[index,

"]

== ‘llnomanxka Jlec Tyrimaana’ :

df2[‘Oara’].astype (str)

df2[‘OaTra’] .astype(str) .str.replace('*’,
df2[‘OaTta’] .apply(lambda x:

row in df2.iterrows () :

‘IMaTa' ] =

strftime (‘$Y-%m-%d $H:%M:%S’)

except ValueError:

pass

if state name == ‘lnomaaxka Jlyr Tyimaana’:

df2[‘OaTa’] =
df2 =

df2[‘Oara’].astype (str)

def fill skvazhena (row) :

if Y/

return ‘2’

elif row[‘OaTra’].count (' V)

return ‘3’
else:

return ‘1’

df2 [ ‘CxBaxeHa’

df2[‘Oara’]
df2 [ ‘OaTa’]
df2[‘OaTa’] =

for index,

try:

df2.at[index,
strftime (‘%

in row[ ‘Oara’]:

r .

= df2[‘Oara’].apply(lambda x:
df2[‘OaTa’].astype(str).str.replace(' *',

X +

pd.to datetime (row[ ‘OaTa’],

df2[~df2[‘daTra’] .str.contains (‘OaTa’) ]

‘Dara’ })

1 if Y*’ in x else 2)
\I)
\I)

Y 00:00:00" 1if len(x)

== 0 and not row[‘Hara’].isdigit():

] = df2.apply (fill skvazhena, axis=1)

df2[‘Oara’].astype (str).str.replace(' *',
df2[‘Oara’].astype (str).str.replace(‘*’,
df2[‘Oara’].apply(lambda x:

row in df2.iterrows () :

‘IaTa'] =

-sm-%d TH:3M:%S’)

except ValueError:

pass
months dict =

months dict number = {‘January’:

60

{‘AuBapp’: ‘January’,
‘deppanw’: ‘February’,
‘March’,

‘April’,

‘MapT’ :
‘AnpeJsb’ :
‘Man’ :

‘MioHB ' @

‘May’,
‘June’,
‘July’,

‘ApTyCT' @

‘Uonis’ :
‘August’,
‘CeHTAbOpPL' :
‘OxTsabpb’ : ‘October’,
‘Hosbpr’: ‘November’,
‘Ilexkabpb’ : ‘December’}
‘February’:
‘March’: ‘037,

‘September’

01,
27,

X +

pd.to datetime (row[‘OaTa’],

\I)
\I)

Y 00:00:00" if len(x)

10 else x)

format='%d.%m.%Y SH:%M:

== 10 else x)

format='%d.%m.%Y S$H:%M:
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‘April’: 104',
‘May’: ‘05',
‘June’: ‘06’,
‘July’: ‘07',
‘August’: ‘08’,
‘September’: ‘09',
‘October’: ‘10',
‘November’: ‘117,
‘December’: ‘12'}
df2[‘Ton’] = np.where(df2[‘CxBaxeHa’] == ‘3’, ‘1979’, np.nan)
df2[‘lara’].replace (months dict, inplace=True, regex=True)
df2[‘Oara’] .replace (months dict number, inplace=True, regex=True)
df2.loc[df2[‘CkBaxena’] == ‘3’, ‘Dara’] = df2[‘Ton’] + ‘-’ + df2[‘Oara’] + *-01 00:00:00"
df2 = df2.drop([‘Tomn’], axis=1)
df2 = df2.sort values (by='IllaTta’)
df2 = df2.reset index(drop=True)
df2[‘lara’] = pd.to_datetime (df2[‘Hara’])
# BaMeHna 3HaueHusa «Jlem» Ha «-1.0»
df2.replace(Ven’, -1.0, inplace=True)
for column in df2.columns:
if column != ‘JaTa’:
df2[column] = df2[column].astype (float)
if ‘Ckeaxena’ in df2.columns:
df2 [ ‘CxBaxena’] = df2[‘CxeaxeHa’].astype(int)
df2 = drop duplicate(df2, ‘Hara’).

After running the code, the variable df2 contains the processed sheet «Soil Moisture,» presented in a human-readable
format (Fig. 8).

Fig. 8. Processed data of the “Soil Moisture” sheet

In a similar way, the remaining seven sheets for “Site 9 Chabyda” and the other fifteen sites, each containing nine
sheets of data, were processed. To save the results of this work, a function was written that creates a directory with
subfolders to store the processed data by site and corresponding sheets (Fig. 9) in the following formats:

* CSV (Comma-Separated Values) — one of the most common formats for representing tabular data, a simple and
universal format used for storing data as text files based on comma-separated values;

* JSON (JavaScript Object Notation) — a standard text format for storing and transmitting structured data;

* XLSX — the Microsoft Excel file format used for storing spreadsheets.

Fig. 9. Saving processed data in CSV, JSON, and XLSX formats
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A script was also written to create an XLSX file containing summary information about the sites:

xlsx files = [f for f in os.listdir(f’{folder path}/xlsx/’) if f.endswith («.xlsx»)]

xlsx dfs = {}

# Reading data from each file and adding it to a dictionary

for file in xlsx files:

file path = os.path.join(f’ {folder path}/xlsx/’, file)

x1l = pd.ExcelFile (file path)

for sheet name in x1.sheet names:

df = xl.parse(sheet name)

if sheet name not in xlsx dfs:

x1sx dfs[sheet name] = []

x1sx dfs[sheet name].append (df)

with pd.ExcelWriter(f’{folderipath}/xlsx/{stateiname}.xlsx’, engine=’'xlsxwriter’) as
writer:

for sheet name, dataframes in xlsx dfs.items():

for i, df in enumerate (dataframes) :

df.to excel (writer, sheet name=sheet name, index=False).

After running it, a file with summary information for each of the sites is generated (Fig. 10).

Nnowanxa AlmpoTa_ase Renrora_nue Wwpota_an Aenrota_an KOnwaecTBo_MeTpus. THN_MecTHOCTH Yenoaws MNepaan_gara MWJNI:

| rimouamea iy _Tyin 20U AT cw | 1w 620136 120857 3 | Crussceica wepsn 1967-08-14 20221214
| nrcunzes Pac_Tyime 6100 46 cw 12 W e 10128 1288531 g Crusdwedcn weosn 1967-08-18 2022124
Mnowanea (Craman 615727 cau 120" 24507 ea 61.9575 1204138 L} Mermogonmsnl | CAMBIOURACA 1 He C 1980-09-12 20224214

| rnouwagxa 10_tagena 61' 57 107 120025 45 B2 61,6528 128.4204 ] Conosepih  COMBSOUISICA W HE © 1982-11-01 20221214
| Mrowagea 11_Haduza B ST O cw 12025 4F 82 §1.5500 1264300 L] Crnorall | CAMBILRCE 1t 1o € 15101 202212141
Mnowaze 3_Yateas 51" 5736 cu 1200 4 550 51,6500 120.4147 ] Conpsps  CrMBIOWSAC 48 © 1981-01-01 10890101
Mnowatxa 3a_Uatess 61' 57 26" cow 120025 17 619572 1204214 g Cuntranslh | CMBIOURACH ¥ HE C 19821101 20221214

| Mnewazes 4_Hadwuza B AT cw 1200252 e 15567 1294242 @ Conprnal  CANBROUMACR it W C. 19800702 19850101
Mnowase §_Yabeaa 61' 57 26 cu 1200 25 05 ma 51,6578 1204175 ] Conosps | CrMBSOWSRCA 1 HE C 1960-07-02 2022-12-14]

| Pinouanes 6_tatuze 61' 57 36" cu 12002455 88 61,9500 1204147 9 Cunoweph  COMBEOUSIIC i HE ¢ 1982-10-01 19020401
Nrousansa B5_4atsa 8152 e 120025 2T 02 &1 5567 120.4242 ] Corowial | CARBRIOUIACA it We €. 15821101 20221214
Mnowazes 7_Yatens 61' 5736 cw 120° 24 5T B 51,6600 128 4147 9 Conoseslh  CRUBSOWSHCA 1 HE © 1982-16-01 1991-04-02

| nnousagea 76_tasuns 61" 57 26" cu 120025 1T e 61,6572 1204214 9 Conokeesh | CRMBSOUBACA it HE © 1682-11-01 20221214
| Mnceuases 8_Waluwde B AT AT cw 1207261 e 61,5547 120.4203 Ll Marcogonnepd  CARBAHIIAICE 1 W C 1§8210-01 20221214
Mnousanea 8a_Ysduis B ST Cw 120250 e 51.9540 1204102 [} Mensogoniusisil | CrMBIOURACA 1 He C 1982-11-01 20221214

| Mncwazca s_uatuaa 61" 570X cuw 12000556 8. £1.9508 128,0989 ] Conowesh | COMBEOUSICA i HE © 1882101 20221214

Fig. 10. File with summary information on the sites

Results. The processing and systematization of data made it possible to unify disparate measurements into a consistent
format, ensuring their correct use in subsequent calculations. As a result, a unique dataset was obtained that has no
analogs, since it is based on direct empirical observations and covers the specific conditions of the studied area.

Data analysis using Python is a highly demanded skill in the modern world. This language is characterized by relative
ease of learning, making it accessible for beginners. The work considered the main stages of data processing using Python
libraries: preprocessing and data preparation. Using the example of the dataset “Site 9 Chabyda,” key preprocessing
techniques were demonstrated, such as detection and handling of missing values, data transformation, optimization, as
well as removal of insignificant attributes.

Discussion and Conclusion. The results demonstrate that applying a systematic approach to data processing
significantly improves the quality and reliability of the analysis. Addressing missing data and normalizing the dataset
improves the reliability of the dataset. The final processed data is provided in convenient formats for further use
in modelling, including CSV, JSON, and XLSX formats. This highlights the versatility of Python in solving data
processing tasks.

Future research plans include expanding the study by incorporating data analysis methods such as clustering, machine
learning model development, and result visualization [12, 14, 19]. These methods will not only help uncover hidden
patterns within the data but also enable the prediction of the behavior of natural-technical systems under changing
external conditions. Special attention will be given to modelling the impact of climatic factors and anthropogenic loads
on natural-technical systems, providing a more comprehensive understanding of processes occurring in the conditions of
the Far North.
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