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This paper covers the creation and numerical realization of proposed mathematical model of hydrodynamical
processes in shallow water based on contemporary information technology and new computational methods
that allow improve the prediction accuracy of the environmental situation using the example of the Taganrog
Bay in the Azov Sea basin. The proposed mathematical hydrodynamics model takes into account surges,
dynamically reconstructed geometry, elevation of the level and coastline, wind currents and friction against
the bottom, Coriolis force, turbulent exchange, evaporation, river flow, deviation of the pressure field value
from the hydrostatic approximation, the salinity and temperature impact. The discretization of the
mathematical model of hydrodynamics was performed using the splitting schemes for physical processes. The
constructed discrete analogs possess the properties of conservatism, stability, and convergence. Numerical
algorithms are also proposed for solving the arising SLAES that improve the accuracy of predictive modeling.
The practical significance of this research is software implementation of the developed model and the
determination of limits and prospects of its application. The experimental software development was based on
a graphics accelerator for mathematical simulation the possible scenarios of shallow water ecosystems in
consideration the environmental factors influence. The decomposition methods taking into account the CUDA
architecture specifications were used at parallel implementation for computationally labors diffusion-
convection problems.

Keywords: mathematical modeling, shallow water, splitting schemes, filtering methods, parallel algorithm,
software.

Introduction. The seawater salinity is one of the most important abiotic factors and has a
significant effect on the sea ecosystem conditions. The Azov Sea basin is an extensive mixing zone
of fresh river waters from the Don River and the salty waters from the western part of the Azov Sea;
the features of the Taganrog Bay waters are high spatial and temporal variability of salinity. A
significant contribution to its dynamics is made by the effects of mixing of the aquatic environment
caused by surges arising from the westerly wind.

Much work on the research of the hydrological mode of the Azov Sea, in particular the salinity
and temperature, was done by Matishov G.G., Gargopa Yu. M. and others [1]. In work [2], it is noted
that the salinity dynamics of the Azov Sea significantly depends on the inflow of salt water from the
Black Sea, river flows and air processes that affect the balance of moisture evaporation from the sea
surface and precipitation. Therefore, the periods of relative desalination and salinization are typical
for the Azov Sea basin. Since 2007, there has been a modern period of salinization of the Azov Sea
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[3, 4], which is associated with a decrease in the Don River flow by 35.6% compared to the period
from 1998 to 2006.

It is widely known that in spite of numerous publications, many effects have a great effect on
the spatial change in hydrodynamic processes of shallow water, but it not taken into account at
creation of mathematical models. This contributes to the deterioration of prediction quality of
ecological situation change at researched water zones.

At this point, it is necessary to design a computational methods and tools for implementation
the parallel algorithms to predict the hydrodynamic processes and changes of environmental
conditions in shallow waters and coastal zones, among them the pollution transport and
sedimentation, organic deposits. The implementation on high-performance computer systems allows
provide the prediction of sustainable development of coastal systems.

The expedition researches in the Azov Sea basin were performed by the staff members of the
Don State Technical University, the Southern Federal University, and the Southern Scientific Center
of the Russian Academy of Sciences aboard the Scientific Research Vessel «Deneb» in July 2017

(Fig. 1).

Fig. 1. Expedition researches on the «Deneb», 2017

The expedition data, the «USIWO» portal data on the situation in the World Ocean were used
for complex geoinformation analysis of spatial-temporal processes and phenomena at simulation of
hydrobiological shallow water processes.

Problem statement. For calculation three-dimensional fields of water velocity vector, salinity
and temperature we developed the mathematical model which is based on the mathematical
hydrodynamic model of shallow waters, considering the heat and salts transport [5, 6]:

— the Navier-Stokes motion equation

Uy + U, + VU, +Wu, __1 P, +(yu'x)' +(ﬂu;); +(vu'z)v +2Q(vsin® — wcosb), (1)
p X z
V, + UV, + WV, + WY, __ 1 P, + (v, ) +( v, )'y +(vv, ) —2Qusiné, 2)
p X Z
W, + UW, + VW, + WW, _ 1 P, +(,uw;<)‘ +(,uw;,);, +(vw'z)' +2QucosO+g(p, / p—1), (3)
p X z

— the continuity equation (the case of variable density)
P+ (pu); +(pv), + (W), =0, 4)
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— the heat transport equation

T/ +UT, +VT) +WT, = (4T)) + ( ,uTy’) +(vT)), + fr, (5)

X y
— the salt transport equation
Sf +uSy +vSy, +wSj =(uSy )y +(uSy) , +(vSy), + s (6)
where V ={u,v,w} are the velocity vector components; 4, vare horizontal and vertical components of
the turbulent exchange coefficient; p is the density of water; S is the water salinity;
Q=0-(cosf-j+sind-k) is the angular velocity of the Earth rotation; ¢ is the latitude of the region; g

is the gravity acceleration; P is the full hydrodynamic pressure; f;, f; are sources of heat and salt

(located on the border of water zone); T is the water temperature.
The pressure of the liquid column and the hydrodynamic part are components that are
conditionally distinguished from the total hydrodynamic pressure [6, 7] in the form:

P(x,y,2,) = p(x,y,2,t) + p,92, (7)
where p is the hydrostatic pressure of the unperturbed fluid; p, is the fresh water density under normal
conditions.

The state equation for density has the form:

P=pP+ Py ®)
where p, is the fresh water density under normal conditions; p is determined using the equation,
recommended by UNESCO:

p=p, +(8.24493-10™" —4.0899-10°T +7.6438-10°T* -8.2467-10'T°> +5.3875-10°T*)S +

+(-5.72466-10° +1.0227 -10*T —1.6546-10 °T?)S** + 4.8314-10*S?, 9)
where p,, is the density of fresh water, specified by the polynomial in the form [8]:
0, =999.842594 +6.793952-10°T —9.095290-10°T* +

+1.001685-10*T* —1.120083-10°T* +6.536332-10°T". (10)
The equation (9) is applicable for the salinity values within the range 0 — 42%0 and the
temperature values within the range -2 — 40°C.
The following boundary conditions are used for the system of equations (1-6) [9-11]:

— at the input:

V=V, P=0T=T,S=5 (11)
— the bottom boundary:

pu(V,) =-1,V,=0,P =0,T/=0, S, =0, f, =0, f; =0, (12)
— the lateral boundary:

(V,), =0,V =0,P/=0,T,=0, S, =0, f, =0, f, =0, (13)

— the upper boundary:

pt(V,) =—t,w(x,y,t) =—0—P'l pg, P/ =0, T/ =0, S, =0, f, =k(T, -T), f :%s, (14)

Z (0]

— at the output (the Kerch Strait):
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P'=0,V/=0,T/=0,S' =0, f, =0, f, =0, (15)
where o is the liquid evaporation rate; V,, V. are normal and tangential components of the velocity
vector; n is the outer normal vector to the boundary of computational domain; T, is the atmospheric

temperature; ‘r:{rx,ry,rz} is the tangential stress vector; p is the density of water; p, is the sediment

density; k is the heat transport coefficient between the atmosphere and water environment.
The tangential stress components for free surface are the following: == p,Cd, |w|w, where p, is the
atmosphere density; w is the wind velocity vector relative to the water; Cd, =0.0026 is the
dimensionless coefficient of the surface resistance that depends on the wind velocity, and considered
within the range 0.0016-0.0032 [12].

The tangential stress for the bottom are the following: == pCd,|V|V, where k =0.025 is a group

roughness coefficient in the Manning formula and considered within the range 0.025-0.2;
Cd, =gk?/h”®; h=H +7 is the water depth; 7 is the height of free surface relative to the geoid (sea
level); H is the depth of undisturbed surface.
The following initial conditions were used for the system of equations (1-6):
V=V, T=T,5=S, (16)
where V,, T, and S, are predefined functions.

Model discretization. According to the pressure correction method, the original model of
hydrodynamics is subdivided into three problems [13-15]. For calculation of velocity vector field
components on the intermediate layer in time the diffusion-convection-reaction equation is used; it’s
the first subproblem:

+ Ul + VT, + W, = ( 4, )X’ + (e, )y +(v, )z’ +2Q(vsin & —wcosb),

z

T
' ! i

LT W W = (), +(49) + (), —2Qusing,

T

+UW, + VW, + WW, =(va/;)X'+(yv_\/'y)y +(VW§)Z’+ZQucos¢9+g(&— J (17)
o

Note that the term g(p, / p—1) describes the buoyancy (the Archimedes' Power). Numerical

T

experiments for simulation the transport of water environment in shallow waters such as the Azov
Sea have shown that this term makes a minor contribution to the problem solution and can be ignored.
To approximate the diffusion-convection-reaction equation in time we used the schemes with
weights. Here T=ol+(1-o)u, o <[0,1]is the weight of the scheme.

The second subproblem is represented by the calculation of the pressure distribution which is
based on the Poisson equation:

Poct Py + P = + + + (18)

The velocity field value at the upper boundary (water surface) is calculated by the formula
w=-w-p// pg. A simplified hydrostatic model of the transport of water environment was used as

an initial approximation for this problem. It significantly reduces the calculation time. At the third
subproblem, we use the explicit formulas to determine the velocity distribution on the next time layer:
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a-d 1, v-v 1, w-w 1
== px! =-= py! :_; pz’ (19)

T P T P T

where 7 is the step along the time coordinate; 0 is the value of the velocity field on the intermediate
time layer; u is the value of the velocity field on the current time layer; u is the value of the velocity
vector field on the previous time layer;.

The computational domain is inscribed in a parallelepiped. For software implementation of
the three-dimensional mathematical model of hydrodynamics we introduced an uniform grid. o, ;, is

defined the “fullness” of the cell (i, j,k) . The degree of cell occupancy is defined by the water column

pressure at the bottom of the cell. In general, the degree of cell occupancy is calculated using the
following expression [8]:
Pi,j,k + Pi—l,j,k + Pi,j—l,k + Pi—l,j—l,k
4pgh, '

The approximation of problem the calculation of the velocity field of water environment by
spatial variables is based on the balance method taking into account the “fullness” coefficients of
control domains.

The grid equations were calculated using the scheme with weights as a result of finite-
difference approximations of the problem (1) — (16) [16]. For solution of the problem (1) — (16) we
used a modified alternating triangular method (MATM) [17 — 19] and the domain decomposition by
the k-means algorithm [20, 21].

Features of software implementation. Parallel algorithms were designed for numerical
implementation of the proposed mathematical model. It will be adapted for hybrid computer systems
using the NVIDIA CUDA architecture that will be used to mathematically predict of described
problems and to design the high-performance information systems.

(20)
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Fig. 2. Generalized system diagram
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One of the most important tasks of the stable functioning of such systems is to ensure
automatic adjustment of the threshold parameters of the simulation, such as the dimension of the
SLAE, since the lack of RAM or video memory leads to a significant decrease of performance or an
abnormal termination of the application. In order to implement the algorithm that solves the described
problem, a software module for collecting information on the performance of a hybrid computing
system has been developed (Fig. 2).

Computer modeling of the set tasks, while meeting the requirements for the accuracy and
speed of calculation, requires large computing resources that are not always available in production
conditions and in the event of emergencies that require immediate organizational and managerial
decisions in order to eliminate them. To increase the efficiency of using available technical means,
the architecture of an information system for supporting scientific research is proposed, which can
function under conditions of using heterogeneous computing environments.

The system is based on the requirement to use free software as much as possible in order to
minimize capital and operating costs. It is proposed to use CentOS 7 as the main operating system
with the nginx http-server installed, MariaDB database management system and .NET Core 3.1
platform installed. The application software of the system is developed in the form of a server part,
implemented in the form of an ASP .NET Core MVC / Blazor web application, and a client part,
which is a set of services installed on all involved computers. The interaction between these system
components is provided through the use of gRPC.

The server part provides the solution to the following tasks:

— management of system user accounts, including the assignment of roles;

— configuration management of available computing resources;

— managing the process of uploading modeling tasks to the server in the form of rpm
packages;

— management of the monitoring service for performed tasks.

iDevelopery ; | Git-web-services
| (Windows) ! ! (GitHub, GitLab, etc.)]
: ' |
! | IDE-Visual-Studio§| | i
I i i Remotey
; ‘ ity
Local-git M repository]
repositoryf ! ;
{Administrator- | 3 LOCﬂl_;git' System' tz;cl:)rlnpgilent-
! (Windows/Linux)q ! ; repositoryf executable- files]
| i ! i
SSH-clienty]

1

Build-system-of-
system-component-
executable- filesy

Monitoring-system-
modules-hosting*
(Windows/Linux)f

Fig. 3. System development process control diagram
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Management of the development process of system and application software is performed
using the Git version control system. Developers are working with the system code, based on their
workstations, where local repositories of system components projects are deployed, synchronized
with a remote repository accessible through a web service based on the Git version control system.

Management of the processes of deployment, configuration and operation of the system is
performed by the administrator using any available SSH client, for example, ssh for the Linux console
terminal or Bitvise SSH Client for Windows (Fig. 3).

The distinctive feature of the development is the usage of an algorithm for preliminary
estimation of the time spent on executing the task based on the data of preliminary testing of the
performance of the hardware platform. When the computer control module is launched, it checks for
the presence of the performance.xml file. In the absence of a file, performance tests are performed,
which are a number of problems for solving SLAEs with different parameters, and their results are
written to a file. Results were obtained for the test system with following specifications: Windows 10
(x64), Intel Core i5-6600 3.3 GHz processor, CUDA Toolkit v10.0.130, NVIDIA GeForce GTX 750
Ti 2GB video adapter (640 CUDA cores), 32 GB DDR4 RAM, using NVIDIA CUDA technology
(Fig. 4, 5).
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Fig. 4. Graph of time dependence of SLAE solution on the order of a square matrix
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The obtained data on the performance parameters are used then by the control modules of the

computing system in the process of controlling the process of placing the computational problem in
the queue based on the algorithm shown in Fig. 6.

Start

Reading the performance parameters
of the computing system and task
parameters (admissible task
execution time t;, etc.)

v

Estimating task execution
time t,

False o True

v ¥

Setting task to queue

Sending a message to
the calling service
«Setting task to queues

J’ h

Sending a message False
to the calling service
«Excess of
calculation time »

4

True

Sending a message to the
calling service
«Error of setting task to
quengs

)

Sending a message to the
calling service
«Task is setted to queue»

A 4

End

Fig. 6. Algorithm for managing the process of placing a computational problem in the queue

Experimental researches. For numerical solution of the developed mathematical model (1)
— (16), we designed the adapted for hybrid computer systems parallel algorithms which use the
NVIDIA CUDA architecture.

The program was designed to perform the turbulent flows of an incompressible velocity field
of water environment on grids with high resolution. This program is used to calculate transport of
heat and salts and takes into account the velocity field of the aquatic environment. Physical
parameters are taken into account in the developed program such as: surges, dynamically
reconstructed geometry, elevation of the level and coastline, wind currents and friction against the
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bottom, Coriolis force, turbulent exchange, evaporation, river flow, deviation of the pressure field
value from the hydrostatic approximation. The program provides the following functions:
calculation of the velocity field without taking into account pressure based on (17);
calculation of hydrodynamic pressure based on (18);
calculation of a three-dimensional velocity field taking into account pressure based on (19);
calculation of transport of heat and salts.

The error estimation that are simultaneous considerate the field data from the available n
measurements was used as a criterion to check the adequacy of the developed models:

n 2 n
5= [qum—qk) / ’Zqzknat , Where g, is the value of the function, calculated with using field
k=1 k=1

measurements; 9 is the value of the grid function, calculated by simulation.

The salinity and temperature fields reconstructed from cartographic information were used as
input data for the developed hydrodynamical model at calculation the transport of heat and salts. The
data of long-term observations and satellite images were taken in the form of images, from which,
after applying the recognition algorithm, the salinity and temperature isolines were defined. The
reconstructed temperature and salinity fields were obtained with using an interpolation algorithm
based on high-order approximation schemes (Fig. 7). These fields are smoother functions for
approximating functional dependencies describing the temperature and salinity fields, and can
increase the accuracy of hydrodynamic calculations [5, 22].

Fig. 7. Images of reconstructed salinity and temperature fields

Fig. 8. Simulation results of water environment transport (barotropic flows)
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As aresult of this research, we designed a software which allow us to more accurately describe
the hydrodynamical processes, heat and salts transport in shallow waters, such as the Azov Sea, with
complex spatial structures of currents in the conditions of reducing the freshwater flow of the Don
river, increasing the flow of highly saline waters of Sivash lake and filtering the waters of salt lakes
in the North-East of Crimea. Software implementation of mathematical models takes into account
wind currents and bottom friction, river flows, evaporation, the Coriolis force, turbulent exchange, as
well as the complex geometry of water bottom and coastline. The computational domain corresponds
to the physical dimensions of the Azov Sea: the horizontal step is 1000 m; the length is 355 km; the
width is 233 km. The time interval is 30 days. Results of numerical simulation of water environment
transport in the Azov Sea basin based on the developed software are given in Fig. 8.

Discussion and conclusions. Due to the proposed 3D hydrodynamical model of shallow
waters we can calculate the three-dimensional fields of the water flow velocity vector, sea water
density, pressure, salinity and temperature. The water bottom geometry has a great influence on the
flow fields in hydrodynamical models of shallow water. Measurements of water flow velocities were
performed; it based on the ADCP probe, which measures instantaneous values of the vertical profile
of the velocity vector. Data results of expedition measurements were used at creation the
hydrodynamical models of shallow waters. Parameters, specified at device setting, are the number of
vertical measurements is 128; the vertical step is 10 cm; the measurement frequency is 1 s. The
Kalman filter algorithm was used to filter the field data. We compared the simulation results and field
measurements of the vertical turbulent exchange coefficient at various water horizons. Based on it,
we concluded that the results of calculation the turbulent processes in shallow waters based on the
Smagorinsky subgrid turbulence model are best consistent with the field data.
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YUCJIEHHOE MOJAEJIMPOBAHUE 'MIPOANHAMHNYECKHUX
MPOLIECCOB B TATAHPOI'CKOM 3AJIUBE A30BCKOI'O MOPA *

B. H. JIutBuHoB?, A. A. ®ununa’, A. E. Unctsikos?

& litvinovvn@rambler.ru, j.a.s.s.y@mail.ru, cheese_05@mail.ru

! Tonckoii rocynapcTBeHHbI TexHUdYecKuil yHuBepeuTeT, I. Poctos-Ha-Jlony, Poccus

2 A30B0-UepHOMOpCKHii HEkeHepHbIil nHCcTHTYT PIBOY BO Jlonckoii I'AY, . 3eprorpan, Poccus
% 06mecTBO ¢ OrpaHHUEHHOH OTBETCTBEHHOCTHIO «HaydHo-nccnenoBaTenbeknii HeHTp cynep-2BM
1 HEHUPOKOMIIBIOTEPOBY, I'. Taranpor, Poccns

Pabora mocBsilieHa MOCTPOSHUIO W YHUCICHHOW peaM3allid TPEIIOKEHHOW MaTeMaTH4ecKoW MOJIeH
THUAPOAUHAMUYCCKUX IIPOLECCOB B MEJIKOBOAHBIX BOAOCMaxX Ha OCHOBE COBPEMCHHBIX I/IH(bOpMaIJ;I/IOHHBIX
TEXHOJOI'MH U HOBBIX BBIYHUCIIUTEIBHBIX METOJOB, MO3BOJIAIOMIMX IOBBICUTH TOYHOCTH IPOrHO3UPOBAHUS
AKOJIOTHIECKOH 00CTaHOBKHU Ha puMepe Taranporckoro 3anmBa OacceiitHa A3oBckoro mops. [Ipemmoxkennast
MaTeMaTH4yecKkas MOJeNb T'MJIPOJMHAMMUKU YUYUTHIBAET IIyJIbCALlMM, IUHAMHMUYECKU IIE€PECTPaUBAEMYIO
I€OMETPUIO, NTObEM YPOBHS M OEperoBoil JMHMM, BETPOBbIC TEUEHHUS U TpeHue o 1IHo, cmily Kopuonuca,
TypOyJlEeHTHBIE OOMEH, WCIapeHne, pEYHOW IIOTOK, OTKJIOHEHHWE BEIWYMHBI TMONA JaBJICHHUS OT
TUJIPOCTaTUUECKOTr0 IPUOIMKEHNs, BIUSHUE COJIGHOCTH U TeMIepaTypsbl. JluckpeTusanus MaTeMaTH4ecKon
MOJEIM THAPOAMHAMUKH BBIIOJIHEHa HAa OCHOBE CXEM pAacUICIUIEHHs IO (HU3MYECKUM IIPOLIECCaM.
Pa3zpaOoraHHble OUCKpETHBIE AaHAJIOTM OOJIAZAIOT CBOMCTBAMH KOHCEPBATHBHOCTH, YCTOWYMBOCTU U
cxomuMocTu. Taxke NMpeiosKeHbl YUCIICHHbIE aNrOpUTMBbI pemieHus BozHukaromux CJIAY, nmo3somsomme
MIOBBICUTH TOYHOCTh IPOrHO3HOT 0 MoAeIupoBaHus. IIpakTruueckas 3HaUMMOCTb JaHHOW pabOThI 3aKITF0YAETCS
B IPOrpaMMHOI peanu3aliud pa3paOOTaHHOW MOAEIM U OIPEACICHUH IPENeloB U IEPCHEKTHB €e
npuMeHeHus. s MareMaTudeckoro MOAEIMPOBAHUS BO3MOXKHBIX CLEHApPHUEB Pa3BUTHUSA MEIKOBOIHBIX
9KOCHUCTEM C Y4YeToM BIMAHUS (AKTOPOB OKPYXKArOMEH cpelnsl pa3padOTaHO 3KCIEPUMEHTAIBHOE
mporpaMMHOe obOecriedeHne Ha 0Oasze rpaduueckoro yckoputens. [lpu mapaensHOW —peanu3aruu
BBIYUCIIUTENBHO TPYAOEMKHX AU()()Y3HOHHO-KOHBEKTHBHBIX 3aJa4 HUCIIOIb30BAJIMCh METOIBI 1EKOMIIO3ULIUU
¢ yuerom crierudukanuii apxurektypst CUDA.

Keywords: maremaTHdyeckoe MOICTHPOBAHKME, MEIKOBOJALE, CXEMbI PACHICIUICHUS, METOIbI (DHIBTPAIIHH,
MapauIeIbHBINA allTOPUTM, IIPOTPAMMHOE OOecTiedeHue.

* VceneoBaHUe BBITNOIHEHO P (GMHAHCOBOH nopepxkke POM®U B pamkax HayaHoro npoekra Ne 19-07-00623.
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