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Abstract

Introduction. The formation of salt deposits and oilfield equipment’s corrosion in most oil fields has become particularly
relevant due to the increase in the volume of oil produced and the increase in its water content in recent years. The deposi-
tion of salts in the formation and wells leads to a decrease in the permeability of the oil reservoir, the flow rate of wells.
The aim of the work is to use machine learning algorithms to simulate the effects of an electromagnetic field on the pro-
cesses of salt deposition and corrosion. Prediction of experimental results will allow faster and more accurate experiments
to establish the influence of electromagnetic fields on the processes of corrosion and salt deposition.

Materials and methods. Three groups of data were used, to train the models, differing in the composition of the studied
initial model salt solution: the waters of the Vyngapurovsk’s and Priobsk’s deposits, as well as tap water. The following
machine learning models were used: linear regression with Elastic-Net regularization, the k-nearest neighbors algorithm,
the decision tree, the random forest and a fully connected neural network.

Results. It was found that the decision tree and the random forest have the best accuracy of predictions, from the experi-
ments conducted. Python program has been developed to predict the output results of experiments. Modeling with various
models and their parameters is carried out.

Discussion and conclusions. From the experiments conducted, it was found that the decision tree and the random forest
have the best accuracy of predictions. Neural networks, on the contrary, predict with the least accuracy. This is due to the
fact that there is too little data in the training samples. With the increase in the number of observations, it is worth using
neural networks of various architectures.

Keywords: salt deposition, electromagnetic impact, oilfield equipment’s corrosion, multiple regression methods, ma-

chine learning, neural network.
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AHHOTANHUSA

Beeoenue. O6pa3oBaHue CONCOTIOKEHUI U KOPPO3HsI HEPTEIPOMBICIIOBOTO 000PY/I0BaHHS Ha OOJIBIIUHCTBE HEPTIHBIX
MECTOPOXKICHHUHN B IMTOCIICIHUE TOABI MOyYUia 0CO0YI0 aKTyaIbHOCTh BBUAY pOCTa 00bEMOB JOOBIBAcMOIl HE(DTH U yBe-
nuaeHus ee 00BomHEeHHOCTH. OTIOKEHHE CONIel B IIACTE€ W CKBAXKMHAX MPHBOAUT K CHIDKCHHIO ITPOHHUIIAEMOCTU He-
(dbTeHocHOrO I1acTa, AeduTa ckBakuH. L{enpro padoTHI SBISETCS MPUMEHEHHE alTOPUTMOB MAIIMHHOTO OOYYCHHUS JIIs
MOJEINPOBAHNS BO3ACUCTBHS 3JIEKTPOMAarHUTHOTO IO HA MPOIECCH COJICOTIAMKEHUH 1 Kopposuu. [Ipenckasanue pe-
3yIBTATOB IKCIICPUMECHTOB ITO3BOJHT OBICTPEE W TOYHEE MPOBOJUTH OIBITHI, YCTAHABIUBAIOIINC BIUSHHUE dJICKTPOMAr-
HUTHBIX TI0JIEH Ha MPOLIECCHI KOPPO3UH U OTIIOXKEHHSI COJIEH.

Mamepuanst u memoodst. JIns oOydeHust MOJIeNeH ObLTH UCIIONB30BAHBI TPU TPYIITHI JAHHBIX, PA3JIMYAFOIIUXCS IO COCTaBY
H3y4aeMOro MCXOIHOTO MOZEIBHOTO COJIEBOTO pacTBOpa: BObI BrrHramypoBckoro u [IproGckoro MecTopoXIeHH, a TakxKe
BOJIOIIPOBOJTHASI BOJIA. BBLIH paccMOTpPEHBI CIIEIYIOIIHE MOJIEIIN MAITMHHOTO O0yYCHUS: INHEHHAS PETPECCHS C PEryysipH3a-
nueii Elastic-Net, meton & 6mmxalmmx coceneil, 1epeBo peleHni, CITyJaifHbIN JIEC U TTOJTHOCBSI3HAs HEHPOCETh.
Pesynomameut uccinedosanus. C MOMOIIBIO ATOPUTMOB MAITMHHOTO OOYYeHUs! OBLIM CMOACTHPOBAHBI MPOIIECCHI BO3-
JICUCTBHS ANEKTPOMArHUTHOT'O TI0JIst HAa 00pa30BaHKs COJICOTIOKEHUI U KOPPO3UIO HE(PTEITPOMBICIOBOTO 000PYIOBaHHS.
Paspaborana nporpamma Ha Python st mpeckazaHus BRIXOIHBIX pe3yIbTAaTOB IKCIICpUMEHTOB. [IpoBeneHo Moaenupo-
BaHUE C PAa3IMYHBIMU MOJEISAMH M UX MapaMeTpaMu.

Obcyscoenue u 3axkatouenue. V13 IpOBEJICHHBIX YKCIIEPUMEHTOB YCTAHOBIICHO, YTO HAMITYYIYEO TOYHOCTh IPEACKa3aHUi
HUMEIOT IEPEBO PELUEHUI U ciydalHbli jiec. HellpoHHbIE ceTH, HAallPpOTUB, MIPEICKA3bIBAIOT C HAUMEHBIIEH TOYHOCTBIO.
CBsI3aHO 3TO C TEM, YTO JAHHBIX B O0YYAIOMIMX BHIOOpKAX CIUIIKOM Majo. C yBeIHYeHHEM YHUciia HAOTIOICHUN CTOUT

HCIIOB30BaTh HEHPOCETH PAa3IMUHBIX APXUTEKTYP.

KioueBble cji0Ba: cONEOTIIONREHHE, MIIEKTPOMAarHUTHOE BO3AEHCTBUE, KOPPO3HS HE(TEITPOMBICIOBOTO 000PYIOBaHHS,

METO/IbI MHOXXECTBEHHOH perpeccry, MalliHHOE 00y4YeHne, HeHPOHHAS CETh, CITydaifHbIil Jiec.

Jas nuTtupoBanns. MamuHHOe o0OyueHHe B aHalIM3€ BIMSHHS OJIEKTPOMAarHUTHOTO TIOJS Ha CKOPOCTh
KOPDPO3WH U COJICOTIIOKEHHA HedTenpomeicioBoro obopoayBanus / III. P. Xycwymmmu, K. ®. Komemuna,
C. P. AnimmbexoBa, @. I. Ummyparos / Computational Mathematics and Information Technologies. — 2023. — T. 6,
Ne 1. — C. 70-76. https://doi.org/10.23947/2587-8999-2023-6-1-70-76

Introduction. The problem of the salt deposits formation and oilfield equipment’s corrosion is particularly acute in
most of the actively developed oil fields in recent years. This is due to an increase in oil production and an increase in its
water content. The deposition of salts in the formation and wells leads to a decrease in the permeability of the oil-bearing
formation, the flow rate of wells, an increase in operating costs and the failure of deep-pumping equipment [1].

Experiments were conducted to study the effect of the electromagnetic field generated by the resonance-wave complex
on the corrosion of structural low-carbon steel and on the crystallization of calcium carbonate at the Pilot Research Center.
It was found that exposure to EMF reduces the total mass of poorly soluble salts, and also provides protection against
corrosion [2, 3].

In this paper, the use of machine learning algorithms is used to simulate the effects of EMF on the crystallization of
calcium carbonate and on the corrosion process of structural steel. The object of the study was the influence of electro-
magnetic fields on the processes of salt deposition and corrosion. The subject of study and analysis is the possibility of
using machine learning models to simulate the processes of salt deposition and corrosion under the influence of electro-
magnetic fields. The purpose of this study is to develop software for modeling experiments on the interaction of electro-
magnetic fields on salt deposits and corrosion. The forecast of the results will make it easier and faster to conduct such
experiments. This will make it possible to more accurately determine the effect of the magnetic field on calcium carbonate
deposits and on the oilfield equipment’s corrosion rate.

Materials and methods. Experimental studies of the electromagnetic effect on the processes of salt deposition and
corrosion were carried out for the water of the Vyngapurovsky and Priobsky deposits, as well as for tap water [4]. To train

the algorithms, 3 groups of data were used, differing in the composition of the studied initial model salt solution. The ana-
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lyzed data includes information about the composition of solutions, research conditions (flow rate, pressure, temperature),
parameters of electromagnetic fields acting on solutions. Output parameters to be predicted: corrosion rate in the flow and
static solution, mm/year; distribution of calcium carbonate by morphology (calcite, aragonite, vaterite). Different models
were used for each group of reports, since each task has different input and output data [5].
To solve the problem of machine learning in the analysis of the influence of the electromagnetic field on the rate of
corrosion and salt deposition of oilfield equipment, the learning algorithms discussed below were applied.
1. Linear regression with Elastic Net regularization.
It is a linear relationship between the target variable and the features:
y=w,tw xxt. A w, xx,=<x,w>+w,
for finding optimal weights that minimize the root-mean-square loss function [6]:

. ()
MSE = F S -5 f

The gradient descent method is used in practice.
Elastic Net regularization method is used to combat retraining. The 1st and 2nd weight norms are added to the loss

function w:

|
£ 0) =37 = F o, 42 @

N
where A, and A, are the regularization coefficients.
2. k-nearest neighbors method (k-VNV).
The essence of the method is as follows: the prediction y for object is calculated as the average value of the target

variable y among its k nearest neighbors [7]:

. 3)
y=— le
Various metrics (distance functions) are used to find the distance between objects:
— Euclidean distance: P(a,b) =3 Z,(ai —b, )5 )
— manhattan metric: p a, b Z|a b| (5)
— cosine distance: p a, b rﬁlj (6)

3. Decision tree.

The decision tree predicts the value of the target variable by applying a sequence of simple decision rules (which are
called predicates). There is a predicate in each node of this tree. If it is correct for the current sample from the selection,
the transition is made to the right child, if not, to the left. Often predicates are simply taking a threshold by the value of
some attribute. Predictions are recorded in the leaves (for example, the values of the target variable y).

4. Random forest.

This is an ensemble of models (a composition of several algorithms), where decision trees are used as the basic algo-
rithm. This method is based on bagging (meta algorithm designed to improve the stability of the solution) [8]. The essence
of the method is as follows: from the initial sample, subsamples of the same dimension are obtained by random selection
of objects. A decision tree is trained on each sample, and not all features of objects are used, but a random number of them

(the method of random subspaces). To get one prediction, the predictions of all models are averaged:

ﬂn=%mwwmmu» %)
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5. Neural network.

Networks of the following architecture were used in all three tasks: the input layer from D neurons (number of input
parameters), a hidden layer and an output layer consisting of m neurons, according to the dimension of the target vector
=0 ,) 9]

The activation function was used to ensure the nonlinearity of transformations, the activation function was used:

ReLU(x) = max(x, 0). (8)

6. Model quality assessment.

The following criteria (metrics) are used in regression tasks in order to determine which model best approximates the

relationship between features x and dependent variables y:

1S, ©)
— RMS error: MSE = —Z(y—y) ;
N i=1 ZN (y _)A} )2
— coefficient of determination: R* = 1—’;1—1;2; (10)
i1 (y i Y i)
Ly (11
— mean absolute error: MAE = — -7
N2l
Research results. Tables 1—-3 show the results of using models for three groups of experiments.
Table 1

Metric values for the Vyngapurovsk field

MOd?l/ Linea'r k-NN Decision tree Random forest Neural network
Metric Regression
MSE 0.01453 0.0133 0.0064 0.0065 20.6408
MAE 0.0839 0.0757 0.0467 0.0478 3.2109
R? -5.2844 -8.2677 0.3169 0.2266 -1.0221
Table 2
Metric values for the Priobsk field
MOd?l/ Llnea.r k-NN Decision tree Random forest Neural network
Metric Regression
MSE 0.3073 0.2623 0.1435 0.1724 13.9461
MAE 0.2489 0.1972 0.1314 0.1724 2.4746
R2 -18.8724 -2.1167 0.5364 0.1113 -0.9355
Table 3
Metric values for tap water
MOd?l/ Llnea.r k-NN Decision tree Random forest Neural network
Metric Regression
MSE 0.3232 0.2525 0.1799 0.1845 1.1029
MAE 0.4729 0.4022 0.3251 0.3362 0.8847
R? -6.9638 -1.7114 0.0378 —0.0283 —4.3788

Based on the described algorithms, a Preditct program has been developed — modeling the effects of EMF on

the processes of salt deposition and corrosion on oilfield equipment [10] (Fig. 1).
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Forecast Data

Select data Deposit_1
Input data: Output data:
CaCl2, g/l 0.567 Calcite, % 0.72
MgCI2 -6H20, g/l 0.9
NaCl, g/l 1.2 Aragonite, % 0.016
NaHCO3, g/l 1.456
Torus frequency, kHz 0 Vaterit, % 0.127
Spool frequency, kHz 220
Resonant frequency, kHz 0
Choose a model: Metric values:
Average absolute error
(MAE) 0.05
Forecast Save Data Root-mean-square error 0.007
(MSE) :
Coefficient of determination
0.103
(R2)

Explanation: The smaller the MSE and MAE, the
better. The closer R2 is to 1, the better the model.

Fig. 1. The interface of the program “Predict” in Russian

The user can enter various input data (the composition of the solution, the frequency of electromagnetic fields, the
presence of magnets, etc.) and get output data: the distribution of calcium carbonate by morphology and / or the rate of
corrosion. The following machine learning methods can be used for prediction, at the user’s choice: linear regression, the
k nearest neighbors method, a decision tree, a random forest and a neural network. To select the best model, the program
outputs the readings of quality metrics. Python version 3.10 was chosen as the programming language. Numpy, pandas,
and sklearn libraries were used to use machine learning and data processing models. The openpyxl library was used to
work with excel files.

Figure 2 shows graphs of the true and predicted values of the output parameters for the Priobsk field obtained by the
random forest method. The corrosion rate in the flow (true and predicted value); the distribution of calcium carbonate
in the form of calcite (true and predicted value) are considered. As can be seen from the graph above, the random forest

algorithm approximates the output data quite well.

7 Corrosion rate flow, mm/year (exact value)
Corrosion rate flow, mm/year (predicted value)
Calcite content, % (exact value)

6 Calcite content, % (predicted value)

Accurate and predicted output

30 40 50 60 70
Experiment number

Fig. 2. Graph of true and predicted values by the random forest method
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Discussion and conclusions. The decision tree and the random forest have the lowest values of the MSE and MAE
metric and the values of R? closest to 1 in all three problems, as can be seen from the results (Tables 1-3, Fig. 2). Neural
networks, on the contrary, have the worst error rates. This is due to the fact that there is too little data for training.

To analyze such a number of data, it is advisable to use decision trees and a random forest. With an increase in the
number of observations, it is worth switching to the use of neural networks, as well as using other architectures (with a

large number of hidden layers, recurrent networks, etc.).
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