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Abstract

Introduction. Polyarylene phthalides (PAF) are widely used in optoelectronics today. The reactions occurring during
the synthesis of polyarylene phthalides have a complex character, which has not yet been described using mathematical
models. In this regard, it is impossible to use PAF in many processes. Polyarylene phthalides have luminescence, good
optical and electrophysical properties. The elucidation of the mechanisms of the occurrence of luminescent states of
PAF is of both fundamental and practical interest.

The elucidation of the mechanisms of the occurrence of luminescent states of PAF is of both fundamental and practical
interest. Due to the complexity of calculating the kinetics of the luminescence intensity of polyarylene phthalides using
known mathematical models, the aim of the study was to build a system using machine learning methods that predicts
luminescence values depending on temperature and heating time.

Materials and methods. Experimental data have been prepared for calculations, the use of “random forest” and “gradi-
ent boosting” methods has been justified, a method for selecting hyperparameters of these models has been selected and
the expediency of its use has been justified, optimal models have been constructed and predictions have been obtained.
The results of the study. An algorithm for predicting the luminescence intensity of polyarylene phthalides has been
developed. Using machine learning methods based on experimental data, the key hyperparameters of the system were
determined and the average accuracy of predicting values was achieved — 80 %.

Discussion and conclusions. High-accuracy forecasts will allow predicting how products containing polyarylene
phthalides will react to external influences. The paper presents two methods for solving the problem, as they showed

the best results.
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AHHOTAIUSA

Beeoenue. Ha ceronusimnnii nens nonuapuieHpranuas! (ITAD) HaxoasT mupo-koe IpUMEHEHUE B ONITOIEKTPOHUKE.
ITpu 3TOM peakiy, MPOTEKAIOIINE PH CHHTE3E TOMHAPHICHPTAIHI0B, IMEIOT CIOKHBIN XapaKTep, KOTOPBIH 10 CHX
HIOp HE yAAJIOCh OMHCATh C IOMOIIBIO MaTEMAaTHIECKUX MOJIeNeH. B ¢BsA3u ¢ 3TUM, HEBO3MOXKHO Hcmonb3oBarh [TIAD Bo
MHorux nporeccax. [Tpu atom [TAD o6nagaroT MOMHHECHICHIIEH, XOPOILIMMHU ONITHYECKHMH U JIEKTPOPU3NYECKIMHU
CBOWCTBaMH. BBIICHEHHME MEXaHW3MOB BO3HHUKHOBEHHS JIOMHUHECHHpyomux cocrtosHuil ITA® mpencrasnser kak
(byHIaMEHTAJbHBIH, TaK U MIPAKTUYECKUH MHTepec. BrIACHEHne MeXaHM3MOB BO3HMKHOBEHHS JIOMHHECLHPYIOLINX
cocrosiunii ITA®D mpencraBnser kak QyHIaMEHTaJIbHBIH, TaK M MPAKTUYECKUI MHTepec. B CBsI3M cO CIIOKHOCTBIO
pacdyera KMHETHKH WHTEHCHBHOCTH CBEUEHHS IOIMAPWICH(PTAIUIOB C IMOMOIIBI0 W3BECTHBIX MaTeMaTHUECKHX
Mozieneld OblIa mocTapieHa ejb HCCIeNOBaHU — MOCTPOUTH € IIOMOIIBIO METOA0B MAlIMHHOTO O0yYEHHS CHCTEMY,
MIPOTHO3UPYIOLIYIO 3HAaUEHUs! TIOMUHECLEHIIUY B 3aBUCUMOCTH OT TEMIIEPATyPbl U BPEMEHHU HarpeBaHMUs.
Mamepuanst u memoost. I101r0TOBIEHBI K BBIYMUCICHUSM KCIIEPIMEHTAIbHBIE JaHHBIE, 000CHOBAHO MCIIOJIb30BAHHE
METOJIOB «CITy4aifHbI! J€C» U «TPaJUEHTHBIN OyCTHHI», BBIOpaH croco0 moadopa rurnepnapaMeTpoB JaHHBIX MOAETIEH
1 000CHOBaHa L1eJIeCO00Pa3HOCTh €T0 UCTIONb30BaHMUS, IIOCTPOCHBI ONITHMAIIEHBIE MOJIENTH M TTIOJTyYEHBI ITPEACKA3aHMUsI.
Pesynbrarel uccnenoBanus. Pa3paboran anropuT™ npeacka3aHus HHTEHCHBHOCTH CBEUCHHMS MOTHAPHICH(TAINIOB.
Hcnonb3yst MeTOAbl MAaIIMHHOTO OOYYEHHUs] Ha OSKCIEPUMEHTAIbHBIX [aHHBIX, OBIIM OMNPEICICHBI KIIOYEBBIE
TUIepIapaMeTpbl CUCTEMBI U JOCTUTHYTA CPEIHSSA TOUHOCTh NMpeckazanus 3HaueHu — 80 %.

OO6cyxaeHne u 3aKiaodeHns. [IporHo3pl BBICOKOH TOYHOCTH MO3BOJIAT NMPEACKA3bIBaTh, Kak OyIyT pearnpoBaTh Ha
BHEIITHEE BO3JIEHCTBHE NMPOLYKTHI, BKIIOYAOIINE B CBOW cocTaB nmonuapwieHpranuasl. B pabore mpeacrasineHo nsa

MeTo/ia pelIeHus 3a/1aui, TaKk KaKk OHU TTOKa3aIl HaMIy4IlIie pe3yilbTaThl.
KuroueBsie ciioBa: Python, moMyuHecHeHIMS, METO/IBI MAILIMHHOTO 00yYEHHS, CITy4aiiHbIi Jiec, TpaIMeHTHBINA OyCTHHT.

Has uuruposanusi. Cnenués, C. B. [IporHo3upoBaHne KHHETHKH CIOXKHBIX MHPOIECCOB JIOMUHECHCHIMH Ha
Python / C. B. Cnenués, K. ®. Konenuna / Computational Mathematics and Information Technologies. — 2023. —
T. 6, Ne 1. — C. 77—-82. https://doi.org/10.23947/2587-8999-2023-6-1-77-82

Introduction. Organic polymer materials are widely used in optoelectronics today. One of the varieties of polymers
suitable for these purposes may be polyarylene phthalides (PAF). PAF are characterized by high thermal and chemical
resistance, high film-forming properties. PAF have luminescence, good optical and electrophysical properties. The
elucidation of the mechanisms of the occurrence of luminescent states of PAF is of both fundamental and practical
interest. It is assumed that the luminescence of PAF is due to the formation of active intermediates under energetic
action on the polymer, but their chemical nature and properties have not been studied at all [1].

Since the reactions occurring during the synthesis of polyarylene phthalides are complex, the need for detailed
research in this practically unexplored area is quite obvious. However, despite the research and experiments carried
out [1, 2, 3], a mathematical model describing the behavior of the glow of polyarylene phthalides has not been built.

Due to the complexity of calculating the kinetics of the luminescence intensity of polyarylene phthalides using
well-known mathematical models [2, 3], the goal was set to build a system using machine learning methods that
predicts luminescence values depending on temperature and heating time.

The following tasks were set to achieve the goal:

— to prepare experimental data for calculations;

— to analyze machine learning algorithms and create a program using the most optimal methods;

— to choose the most successful hyperparameters for models.

Materials and methods. Polyarylene phthalides are a type of aromatic polymers. It is assumed that the luminescence
of polyarylene phthalides is due to the formation of active intermediates under energetic action on the polymer. In

experimental studies, the heating temperature of the polyarylene phthalide membrane was changed in the range


https://doi.org/10.23947/2587-8999-2023-6-1-77-82

Computational Mathematics and Information Technologies 2023. V. 6, no. 1. P. 77-82. ISSN 2587-8999

from 298 to 460 K for several hours, using different rates of controlled heating and cooling of the polyarylene phthalide
membrane. They found that the temperature effect on the membrane leads to the appearance of a long-fading glow of
recombination luminescence [1].

PAF membrane was irradiated with unfiltered light for 10 minutes (100 W lamp), after which it was left at a
temperature of 298 K for 8 hours to accumulate stable radical ions. The temperature of the PAF film was changed
in the range from 298 to 460 K for several hours, using different speeds of controlled heating and cooling of the
PAF membrane.

Data on the characteristics of individual polyarylene phthalides are presented in the following categories: time,
temperature, luminescence intensity. There are 20 experiments in total, 200 values for each characteristic.

Various machine learning methods were tested on the obtained data and the most suitable models were selected
for subsequent improvement. The selection of hyperparameters is implemented through a randomized search for
parameters, each of which is selected from a distribution of possible values.

Random forest. The Random Forest algorithm is a universal machine learning algorithm, the essence of which is
to use an ensemble of decision trees. The decision tree itself provides an extremely low quality of classification, but
due to the large number of them, the result is significantly improved [4].

Compared to other machine learning methods, the theoretical part of the Random Forest algorithm is simple. There

is no large amount of theory, only the formula of the final classifier is needed a(x):

1< (1
o(e)=+ 30

where N is the number of trees; i is the counter for trees; b is the decision tree; a(x) is the sample generated from
the data.

However, despite its universality, this method has a number of significant drawbacks [5]:

— complexity of interpretation;

— random forest can’t extrapolate;

— the algorithm is prone to retraining on highly noisy data;

— for data involving categorical variables with a different number of levels, random forests are biased in favor of
features with a large number of levels;

— larger size of the resulting models. Requires O(N-C) memory to store the model, where C is the number of trees.

Gradient boosting. It is a machine learning method that creates a crucial prediction model in the form of an ensemble
of weak prediction models, usually decision trees. He builds the model in stages, allowing to optimize an arbitrary
differentiable loss function [6].

Let L be a differentiable loss function, and algorithm a(x) is a composition of basic algorithms:

a(x) = a,(x) = b (x) + ..+ b (x), )
where the basic algorithm b, is trained so as to improve the predictions of the current composition:
N
b, = argminzl‘(yi’ak—l(xi)+b(xi))' 3)
i=1
The b, model is chosen in such a way as to minimize losses on the training sample:
N
b, = argmin Z L(yl. , b(xl. )) “4)
i=1
Consider the Taylor decomposition of the loss function L to build basic algorithms in the following steps up to the

first term in the neighborhood of the point(y,a, , (x)):

Ly, (x): =L ,a,, () +b(x) g )
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Let's get an optimization problem by getting rid of the permanent members:

N
.~ argmin Z b(x, gt (6)

i=1

The basic algorithms b, are trained to predict the values of the anti-gradient of the loss function from the current
predictions of the composition at each iteration.

The main disadvantages of this method include the susceptibility to retraining and the voting system of appraisers.
The vote of appraisers in gradient boosting is unequal. Some appraisers have a higher weight than others. As a rule, the
vote of the very first trained appraiser has the lowest weight, and the last appraiser has the highest weight when voting.

Research results. The regression problem was solved using the Python programming language, and the accuracy
of the solution was estimated through the coefficient of determination, which is calculated by the formula:

R =1- S %)

tot
where S is the sum of squares of residual errors, and S, , is the total sum of errors.

Fig. 1, 2 shows the results of modeling the kinetics of the intensity of the PAF glow depending on the temperature
change. The red curve shows experimental data on the intensity of the glow after exposure to temperature (the blue
dotted curve along the auxiliary vertical axis).

Figure 1 shows intensity modeling by gradient boosting (green curve). Figure 2 shows the intensity simulation by
the random forest method (green curve).

The coefficient of determination, when using gradient boosting, is 83 %, and in the case of using a random
forest — 88 %.

The results turned out to be slightly different from each other due to the difference in methods, as expected.
When using the gradient boosting method, the prediction turns out to be less accurate, and peaks are predicted
at those times when they did not exist. In the case of a random forest, there are predictions that lie closer to the
experimental data. Since gradient boosting copes with temperature prediction worse, this affects the predictive
ability of the entire model. Such a result can be justified by an imperfect selection of hyperparameters and an abrupt

change in the intensity of the glow, which makes it difficult to determine the direction of the gradient of the function.
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Fig. 1. Modeling of the kinetics of the intensity of the PAF glow by the Gradient boosting method
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Fig. 2. Modeling of the kinetics of the intensity of the PAF glow by the Random forest method

Discussion and conclusions. The result obtained in the course of solving the problem of predicting the luminescence
intensity of polyarylene phthalides is relevant for use in industrial and laboratory processes. Despite the high predictive
power of this model, it tends to often make mistakes when predicting peaks, which requires further refinement. To
reduce the modeling error, it is possible to resort to combining approaches and using other methods to obtain greater
accuracy. An additional way to improve the model is also a more accurate selection of hyperparameters. It, in turn,
requires high computing power, since it uses a search of all possible combinations and can be carried out for weeks for
the current task. A potential solution to the problem may be the preliminary analysis of data using genetic algorithms

to search for extremes and the subsequent transfer of data for training machine learning algorithms.

References

1. Ovchinnikova, M. Yu. Kinetic model of thermally stimulated luminescence of polydiphenylene phthalide
films / M. Yu. Ovchinnikova,V. A. Antipin, S. L. Khursan // Kinetics and catalysis. — 2019. — Vol. 60, no. 5. —
P. 547-554.

2. Koledina, K. F. Solving the problem of multi-criteria optimization of the synthesis reaction of benzylalkyl
esters by the method of “ideal” point and lexicographic ordering / K. F. Koledina, A.A. Alexandrova //
Computational mathematics and information technologies. — 2022. — Vol.1, no.l. — P.12-19
Doi 10.23947/2587-8999-2022-1-1-12-19

3. Shaimardanova, G. F. Genetic algorithm for solving the inverse problem of chemical Kkinetics/
G. F. Shaimardanova, K.F. Koledina / Computational mathematics and information technologies. — 2022. —
Vol. 1, no. 1.— P. 41-49. Doi 10.23947/2587-8999-2022-1-1-41-49

4. Chistyakov, S. P. Random forests: an overview // Proceedings of the Karelian Scientific Center of the Russian
Academy of Sciences. — 2013. — No. 1. — P. 117-136.

5. Brunton S. L., Kutz J. N. Data analysis in science and technology / translated from English by A. A. Slinkin. —
Moscow : DMK Press, 2021. — 574 p.

6. Andreas Muller, Sarah Guido Introduction to Machine Learning using Python. O’Reilly. — 2016. — 340 p.

7. Sun S., Huang R. An adaptive k-nearest neighbor algorithm // 2010 seventh international conference on fuzzy
systems and knowledge discovery. — IEEE, 2010. — Vol. 1. — P. 91-94.

81


Doi 10.23947/2587-8999-2022-1-1-12-19
Doi 10.23947/2587-8999-2022-1-1-41-49

82

Slepnev S. V., Koledina K. F. Predicting the kinetics of complex luminescence processes in Python

8. Aurelien Geron Applied machine learning using Scikit-Learn and TensorFlow. — Moscow : Dialectics,
2018. — 690 p.

Received by the editorial office 10.02.2023.
Received after reviewing 02.03.2023.
Accepted for publication 03.03.2023.

About the Authors:
Slepnev, Sergey V., student, Ufa State Petroleum Technological University (1, Kosmonavtov St., Ufa, 450064,

RF), ORCID, 14b59b59@gmail.com

Koledina, Kamila F., Dr.Sci. (Phys.-Math.), Associate Professor, Ufa State Petroleum Technological University
(1, Kosmonavtov St., Ufa, 450064, RF), researcher, Institute of Petrochemistry and Catalysis, Russian Academy of
Sciences (141, Oktyabrya prospect, Ufa, 450075, RF), ORCID, koledinakamila@mail.ru

Claimed contributorship
Slepnev Sergey Vyacheslavovich: program development and algorithm implementation. Koledina Kamila

Feliksovna: task formalization, testing, specification development.

Conflict of interest statement

The authors declare that there is no conflict of interest.

All authors have read and approved the final version of the manuscript.


https://orcid.org/0009-0000-1983-0440
mailto:14b59b59%40gmail.com%20?subject=
https://orcid.org/0000-0001-8555-0543
mailto:koledinakamila%40mail.ru%0D?subject=

	Кнопка 2: 
	Кнопка 3: 
	Кнопка 4: 
	Кнопка 5: 


