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This article is devoted to the development of fast arithmetical encoding algorithm for
compressing digital images. Subject of this paper is the research of arithmetical encoder complexity
dependency on set of criteria beside the problem input size. The task of this article is to research those
encoder compartments, which are the most computationally expensive and optimize their
implementations. Aim of this research is the development of fast arithmetical encoder as a part of still
image codec for compressing the images coming during distant aquatory objects scanning. New mean
algorithm complexity estimation method is proposed as well as optimized arithmetical encoder
algorithm based on mentioned method. Theoretical research is conducted, results of which are proved
with numerical experiment. Actual set of satellite images of Azov sea aquatory was used.
Performance of arithmetical encoder is improved by 7%. New method for mean algorithm complexity
assessment is proposed which is based on partitioning of inputs array into equivalence classes.
Obtained practical results allows increasing newest image compression techniques performance and
using them on mobile computational platforms including those, which are installed on UAVS.
Theoretical results of this article expands set of methods for assessing the mean algorithm complexity
for those cases when number of steps doesn’t depend on problem’s input size but rather on non-
measureable criteria such as memory access pattern to RAM from multiple ALUs.

Keywords: arithmetical coding, performance optimization, image compression, mean
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Introduction. One of aquatory conditions monitoring methods is aerial photography in visible-
and infra-red ranges using UAV. Photo- and video- capturing by mobile camera means impose a set
of limitations on image processing and storage equipment:

1. Energy efficiency of video coding equipment as it directly influences the UAV battery
lifetime.

2. Video coding performance as high-resolution media requires high storage capacity. It
influences the amount of experimental data UAV can capture & store during the flight.
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The most widespread still image codec JPEG has hardware support from wast majority of image
capture equipment yet it does not yield sufficient compression efficiency in comparison to modern
motion- and still- image codecs such as HEVC and VP9, which support both motion and still profiles.
At similar visual quality determined by SSIM (structure similarity) metrics VP9 codec yield 25-34%
better compression [1]. HEVC codec shows 10-44% better compression level at same visual quality
determined by PSNR (peak signal to noise ratio) [2]. Due to superior compression both VP9 and
HEVC are significantly more computationally complex [3]. JPEG codec architecture overview is
shown by fig. 1. Input frame is diced up by set of 8x8 fixed size blocks known as macro-blocks, each
of which undergo discrete cosine transform [4], coefficients quantization and Huffman variable-
length lossless encoding [5]. Discrete transform is integer [6], variety of fast algorithms were
developed for it since the standard adoption in 1992, which allows for in-register execution. Huffman
variable-length coding is also of low computational complexity so that even mobile CPUs can run
JPEG codec in software mode.
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Fig. 1. JPEG codec flowchart

HEVC [7] and VP9 have similar high-level design. Both are hybrid block-based codecs with
adaptive frame partitioning, intra-frame prediction, discrete transform and in-loop filtering for blocky
artifacts removal. HEVC codec high-level design is shown on fig. 2.
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Fig. 2. HEVC codec flowchart
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Beside mentioned frame reconstruction algorithms, both VP9 and HEVC utilize context-
adaptive binary arithmetical coding which is much more complex in comparison to Huffman
variable-length coding. At high visual quality, namely the arithmetical coding is the most time-
consuming stage. Its algorithm is shown on fig. 3.

To allow modern high-efficiency image compression for images captured by UAV, one shall
solve task of performance optimization for hybrid block-based video codecs. Because arithmetical
coding is the most time-consuming stage, extra attention should be spent on it.
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Fig. 3. Arithmetical encoder flowchart

Aim of this paper is to increase arithmetical decoder performance for mobile CPUs such as
ARM processors. VP9 arithmetical encoder is shown for example; yet proposed approach can be used
for any similar algorithm. High-efficiency codecs adoption for compression of aerial photography
images allows for bigger amount of data stored during the UAV flight and increase both visual quality
and resolution of photographs.

The main part. One of the main stages of modern video codec is the binarization of bit stream
syntax elements. This stage is characterized by the fact that it cannot be vectorized or parallelized;
yet statistical optimization approaches can be leveraged. The main approach to algorithm complexity
estimation is the estimation of mean input complexity. Best- worst- and mean- case algorithm
complexities are distinguished. =1 x- be the input of algorithm A, and y be the output. Let us denote
algorithm’s time and space and space complexity functions as

T,(n) = max CI(x)
llxll=n

Sy,(n) = max C5(x)
llxll=n

Where CT (x) is time cost functions and C3 (x) is the space cost function. Let us define finite
array of algorithm input of size n:

Xn = {x:lIx|l = n}

For every Vx € X,, there is a probability:

P.(x) € [0,1]: Z P(x) =1

XEXp
The mean complexity is determined as expected value:
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Ty = Z P, (x)C (x)
Sy = Z P,(x)C5 (x)

This approach is classical and it is well described in prior art [8, 9]. One shall notice that there
are situations when mentioned approach does not show good results on practice due to following
reasons:

1. Big difference in number of algorithm steps and number of processor instructions required
to do those steps. E. g. on commodity CPUs multiplication and addition is done within single
instruction while floating-point division is done in tens of instruction

2. Peculiarities of memory system implementation in hardware. Multi-level memory
hierarchy is used in modern CPUs and GPUs. Calls to different memory levels take an order of
magnitude different time.

3. Optimizing compilers and hardware schedulers. During the binary files compilation,
compilers are significantly changing the binary code and schedulers are re-ordering the instruction
while keeping the program’s finite automata the same. Memory cache controllers are performing
reads in batches to speed-up 10 operations.

4. For software implementations of algorithms, different programs and components are
influencing each other. Therefore, task scheduler divide processor’s time between tasks and parallel
processes composed of multiple threads may end up being executed on variable number of physical
processor cores.

Proposed modification of existing algorithm complexity analysis serves as theoretical addition
to practical performance measurement means such as profiling and instrumentation. Method for
algorithm input partitioning depending on complexity criteria was first covered in [10]. Suppose
algorithm A variety of all possible input data

G:{91,92 -}

All possible samples from G, distinct by size and content

gi:{gi, gf -}

In addition, array of complexity criteria for algorithm implementation (such as number of CPU
instructions, runtime, etc.).

«;:g; > R
Suppose array of different complexity criteria
A: {ocg, o, ...}
This array has particular properties:
1. Vo, X, € A: ¢, #0oc, — all elements of A are distinct.
2. Vo€ A dice up G onto multiple classes of complexity criteria equivalence:
G(ay) ={g{ n g7 ..}
3. All samples of G (a;) have the same complexity:

Ja; €A gFEG(a) a;:gf >,k el0,Ga)lll,r; €R
Since all the elements of A are distinct we can always reorder it in a way that complexity
function is non-decreasing for all criteria array elements. Expected complexity is similar to algorithm
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expected mean complexity for discrete and continuous complexity probability. Below is the formula

for discrete case:
R(A) = Z T Di

aieA
For continuous case:

R(A) = frdF(r)
A
Now let us apply proposed method to arithmetical coder complexity analysis. The process of

entropy compression [11, 12] can be roughly divided by following steps:

— Binarization or transformation of symbol being coded (syntax element) into binary string
composed of zeros and ones.

— Compression context modeling for syntax elements compression. For those elements, which
statistical distribution is close to normal, this stage is skipped, and they are coded in bypass mode.

— Binary string arithmetical coding.

Delving into VP9 arithmetical sub-exponential coding of syntax elements [13] its algorithm
may be represented in two steps. On first step, variables b and u are calculated as follows:

b= { k:n < 2k
llog, n]:n > 2k
u= { 0:n < 2k
b—k+1:n>2k

Where K is sub-exponential parametric value, for VP9 video codec it is always equal to 4. On
second strep, unary code of u(u + 1) bit is complemented with lower bits n. Length of code is equal
to:

k+1:n< 2k

llog, n] — k + 2:n > 2

Therefore, literal decoding comes down to decoding its bits in a loop. For performance
optimization of this algorithm, it is important to know probability distribution for literals length. Since
those literals of the biggest length (such as discrete transform coefficients) are coded in series, there
is a big chance that probability distribution for literal length will be biased with big number of
elements having the same length. To check this hypothesis, experimental data was collected for literal
lengths for aquatory images of Azov Sea (table. 1).

u+1+n={2

Table 1

Literal length, bits 1 2 3 4 5 6
Probability,% 0.94 0 67.35 18.25 0 13.46

3, 4 and 6-bit long literals have the highest probabilities. Another important fact is that maximal
possible literal length is 6 bits only. This is important for software implementation scenarios. During
the real decoder optimization, we are most interested in run-time complexity criteria. In order to
obtain array of complexities R : {ry,..., 72} we will do the program profiling. Array of unique
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elements R will make up the array of run-time complexity criteria array A. Based upon an obtained
data, following approaches were used for optimization:

1.  Keeping the results of literal length calculation for series of literals of same length.

2. Sub-exponential literal decoding loop unwinding.

3. More efficient algorithm for calculation of number of bits for a literal.

4. More efficient CPU registers usage within an arithmetical coding function.

Implementation of points 1 and 4 is obvious so we will look at points 2 and 3 closer. Within the
arithmetical decoder function, literal bits are decoded from compressed bit-stream. In our case, loop
with variable number of iterations is the bottleneck. It can be replaced with so-called “Duff’s Device”
which is the switch-case construction without the break clauses. It allows for substitution of multiple
iterations without the necessity for conditional execution. In addition, bit-shift is done for constant
amount of bits, which does not depend on loop counter.

Listing 1: Original literal decoding function
static int vp9_read_literal(vp9_reader *br, int bits)
{
int z =0, bit;
for (bit = bits - 1; bit >= 0; bit --)
z |= vp9_read_bit(br) << bit;
return z;

¥

Listing 2: Modified literal decoding function
static int vp9_read_literal(vp9_reader *br, int bits) {
register int z = 0;
switch(bits -1){
case 6: z |= vp9_read(br, 128) << 6;
case 5: z |= vp9_read(br, 128) << 5;
case 4: z |= vp9_read(br, 128) << 4;
case 3: z |= vp9_read(br, 128) << 3;
case 2: z |= vp9_read(br, 128) << 2;
case 1: z |= vp9_read(br, 128) << 1;
case 0: z |= vp9_read(br, 128);
break;
}

return z;

}

One more bottleneck is the calculation of amount of bits for a literal done within the while
loop [14]. This approach has a drawback of lack of knowledge of loop iteration in the run-time. Fast
bits number calculation algorithm was use instead [15, 16] which does the calculation in the
constant time without conditional expressions.
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Listing 3: Fast calculation for amount of bits in literal
unsigned int v; // 32 bit argument

register unsigned int r; // variable number of bits
register unsigned int shift;

r=(v> OxFFFF) << 4;
V>>=r;

shift = (v > OxFF) << 3;
v >>= shift;

r |= shift;

shift = (v > OxF) << 2;
v >>= shift;

r |= shift;

shift = (v > 0x3) << 1;
v >>= shift;

r |= shift;

rl=(v>>1);

For the run-time measurement, a series of launches was performed for both reference and
modified codecs. Modified codec shows 5.21% over-all lower run-time, which means arithmetical
decoder alone, is 7.33% faster.

Conclusion. In present paper, arithmetical decoder optimization was done as a part of VP9
video codec. To solve a given problem, a modification to existing algorithm complexity analysis
method was proposed which is based on partitioning of algorithm’s input into set of equivalence
classes for complexity. Proposed method allows predicting the number of steps for algorithms which
complexity does not depend on input size or which is difficult to measure, that is typical for context-
adaptive arithmetical coding. Results obtained in current paper allows to adopt novel high-
performance image codecs yielding 25-34% better images compression according to SSIM metric
and speed up the arithmetical coder by the 7%.
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MOZ[Hq)HHHpOBaHHbIﬁ moaxoa K ONTUMHU3AIUMM MMPOM3BOAMTEIBHOCTH apn(l)MeaneCKoro
AEKoAepa IJIAA CKaAaTUs a3p0(l)0TOCHI/IMKOB

P. B. Ap3ymausu**

FOxHb1i DenepanbHbIA YHusepcurer, Taranpor, Poccuiickas Denepanus

Cratbsi mocBsiliieHa pa3paboTKe OBICTPOTO MPOTrPAMMHOTO AITOPUTMA APUPMETHUECKOTO
KOJMPOBAHUS /ISl 3a/1a9 CokaTusl u(poBhIX m300pakeHuit. [IpenmeToM maHHOW pabOTHI SBISIETCS
3aadya HMCCIIEIOBAaHUS 3aBUCHUMOCTH CIIO)KHOCTH aITOPUTMa apU(PMETHYECKOTO Koaepa OT
Pa3IMYHbBIX KPUTEPUEB CIOKHOCTU MOMUMO pa3Mepa Bxoja. 3ajaueill paboThl ABIISIETCS MOUCK TeX
COCTAaBHBIX YacTeil ajroputMa apuPMETHUYECKOro KOJepa, KOTOpble SBISAIOTCA Haubosee
BBIYMCIUTENIBHO CJIOKHBIMM € TOCHEAYIOIIeH  ONTUMHU3aluedl MpPOU3BOJUTENBHOCTH  HX
nmporpaMMHO# peanu3anuu. Llenpio maHHONW paboOTHI ABIISIETCS pa3paboTKa OBICTPOTO AJITOPUTMA
apuMETHYECKOTO KOJepa B COCTaBE BHJICOKOJEKAa ISl CXKaThsl H300pakeHui Oe3 yuéra
MEXKaJpOBOI pasHUIIbI JUIsl IPUMEHEHHUsI HOBBIX KOJEKOB. [IpeaoskeH HOBbII METO HaX0XKACHUS
CIIOHOCTH  alNropuTMa B CpPEAHEM U  ONTHUMHU3UPOBAHHBIM MPOTPaMMHBIA  AJITOPUTM
apu(MeTHyecKoro KojJepa, IMPOBEIEHO TEOPETUYECKOE HCCIEOBAaHUE C  IOCIETYIOIUM
MIPOBEJIEHUEM BBIUMCIUTEIHLHOTO 3KCIIEPUMEHTA, IIPH 3TOM HCIOJIb30BaHA BHIOOPKA CITYTHUKOBBIX
CHUMKOB aKBaTOPUU A30BCKOTO MOps. YBelnYeHa MPOU3BOJUTENLHOCTD IPOTPAMMHON peaan3aluuu
aprupMeTHYECKOro Kojiepa Ha mpumepe Buaeokoaeka VP9. CkopocTs paboThl apupMeTHuecKoro
KoJepa yBenuueHa Ha 7%. [lonydeHHbIe MpakTHUeCKHe pe3ybTaThl O3BOJIAIOT YBEIHUUTH CKOPOCTh
paboThl HOBEHMIIMX aJTOPUTMOB CKaTHUs IUMPOBBIX (POTO- M BHIACOU300PAKCHHA U JENAIOT
BO3MOXHBIM HX IPUMEHEHHE HA MOOMIIbHBIX BHIYMCIUTENIBHBIX TUIaT(HOpPMax, B TOM YHCIIE B COCTaBe
6oproBoii snekTpoHuku BIIJIA. TeopeTnueckue pe3ynbTaTbl JaHHOW pPaOOThl PACIIUPSIIOT METOIbI
aHaJlM3a CJI0XHOCTHU aJrOpPUTMa B CPEIHEM JUIsl TEX CIy4aeB, KOTJa KOJIMYECTBO IIarOoB aifOpUTMa
3aBHCUT HE TOJILKO OT Pa3MEpOB BXO0Jla, HO TAK)KE U OT HEU3MEPUMBIX KPUTEPHEB, HAIpUMED, OT
cxeMbl oOpalieHus K oO11el orepaTUBHON NaMsATH CO CTOPOHBI MapalIeIbHbIX IPOLIECCOPOB.
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